
Calculations of Excited States and 
Various Electronic Spectra with Q-Chem

Anna I. Krylov

ISTCP, 2024 



Excited states
1. Excited states: What are they? 
2. Excited-state methods in Q-Chem: From basic to advanced 

methods.
3. EOM-CC family.
4. Excited state properties and wave-function analysis.
5. Examples: 
  - Excited states of formaldehyde (TD-DFT);
  - Excited states of formaldehyde (EOM-EE);
  - 2PA of butadiene (EOM-EE);
  - Core-level states of formaldehyde (CVS-EOM-IP/EE);
  - Singlet-triplet gap in methylene (EOM-SF);
  - Open-shell states by EOM-EA and EOM-DEA.



Excited states
HΨL=ELΨL        L=0: ground state, L>0: excited states.

For non-interacting electrons, excited states are just excited determinants and 
the excitation energies are orbital energy differences   

Φ0 �a
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Eex = ✏a � ✏i

For interacting electrons: Need to include configuration interaction

The simplest approach: configuration interaction singles (CIS)           
                                   Ψex=Σia Cia Φia



Excited-state calculations

1. Perform SCF calculations: find 
Hartree-Fock orbitals. 
Φ0: zero-order w.f. for the ground 
state.
2. Include correlation (MP2, 
CCSD,...): improve zero-order wave 
function.
3. Excited states: diagonalize H/
effective H:
  Hartree-Fock->  single excitations 
only (CIS)
  Correlated methods (CC): larger 
space.  

1. Perform SCF calculations with 
Vxc: find Kohn-Sham orbitals.
Φ0: correlated density for the 
ground state.
2. Excited states: diagonalize 
Kohn-Sham H in the space of 
singles.

In both schemes excited 
states are described as 
linear combinations of 
excited determinants

WFT DFT



Excited states in Q-Chem

1. CIS: Hartree-Fock ground state; Single excitations from HF wfn. 
2. TD-DFT: Kohn-Sham ground state; Excited states are single 
excitations from the KS determinant.
3. CIS(D) and SOS-CIS(D).
4. EOM-CCSD: CCSD for the ground state and single and double 
excitations for the excited states.  
5. ADC methods.
6. Other methods: RASCI-SF, Delta-E, C-DFT, CASSCF, etc.
7. Properties and excited-state analysis; effect of the environment.
8. Special extensions: 
    - Methods for open-shell species: radicals, diradicals, etc (EOM-EA/
DEA/IP/SF);
    - Core-level states by using core-level separation (CVS-EOM, CVS-
ADC);
    - Metastable states (resonances) by using CAPs and CBFs.



CIS and TD-DFT
1. Very inexpensive, give good quality zero-order wfns. 
2. CIS(D) and SOS-CIS(D): good accuracy in many cases, can 
be used for very large molecules (similar to CC2 and ADC(2)).
3. TD-DFT: Remarkable improvement over CIS (for valence 
states, typical errors are 0.2 eV).
4. TD-DFT: Different meaning of amplitudes (we do not have 
w.f., we have change in density).
5. Failures of DFT: Rydberg states, charge-transfer states. Also, 
artificial states often appear (LRCs provide a solution).
6. CIS and TD-DFT: No doubly-excited states; problems with 
bond-breaking and conical intersections between ground and 
excited states (SF approach provides a solution).
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How to setup

• Choose functional and basis.

• Specify of number of excited states to solve for.

• May request calculations of state and transition dipoles 

between excited states (CIS_MOM and STS_MOM). 

• For wave-function analysis: (STATE_ANALYSIS).

• To perform optimization of frequency, need to specify which 

state to optimize (CIS_STATE_DERIV).


Excited states of formaldehyde (TD-DFT) example illustrates these 
points. 



EOM-CC theory
T: satisfies CCSD equations for the reference

Specific EOM-CC model: 
           -choice of excitation level in T & R; 
           -choice of the reference and type of R. V. THE ANALYSIS OF THE „E+A+B…‹E PROBLEM IN

CYCLIC N3
+

The electronic Hamiltonian H=Te+U!r ,Q" can be ex-
panded as Taylor series with respect to small nuclear dis-
placements Q! from a reference high symmetry configura-
tion !Q!=0",

H = H0 + #
!

!H

!Q!
Q! + #

!,"

!2H

!Q!!Q"
Q!Q" + ¼ = H0 + V .

!3"

We truncate this expansion at linear terms and start by
solving the Schrödinger equation for Hamiltonian H0. The
perturbation V thus includes linear vibronic coupling terms
#!!!H /!Q!"Q!.1,2

Instead of taking eigenfunctions of H0 as a basis set for
a subsequent perturbative treatment, we choose to employ a
diabatic basis of HUMO→LUMO CSFs !see Fig. 2". These
CSFs are close to adiabatic states for C2v distorted geom-
etries, whereas at D3h !Q!=0" the corresponding adiabatic
states !i.e., eigenstates of H0" are the linear combinations of
CSFs, as given by Eq. !1".

We employ normal coordinates: bending Qb, asymmetric
stretch Qas and symmetric stretch Qss, which are of a1, b2,
and a1 symmetry !in C2v", respectively. We will consider Qb
and Qas, which constitute the e! degenerate vibration. The
third normal coordinate Qss describes breathing motion,
which does not lift the degeneracy between MOs and CSFs.
This mode will be discussed in the end of the section.

The matrix elements Vij of the vibronic coupling term
are

Vij = $#i%#
!

!H

!Q!
Q!%# j& = #

!

$#i%
!U

!Q!
%# j&Q!

= #
!

Fij
Q!Q!, !4"

where '#k( are the diabatic '!$"A2 , !%"A2 , !&"B1 , !'"B1( ba-
sis functions.

Selection rules for Fij
Q!,41 derivative or linear vibronic

coupling constant, are readily derived from the group theory
considerations. Vij is nonzero only if ($i% ! (Q!

! ($%j& includes
totally symmetric irrep A1, where ($i%, (%j&, and (Q!

are the
irreps of the #i, # j diabats and the Q! normal mode, respec-
tively. Thus, the linear vibronic coupling is nonzero between
the states of the same symmetry only along the bending nor-
mal coordinate, e.g., ($B1% ! (Qb!a1" ! ($%B1&!A1. For the states
of different symmetry, i.e., A2 and B1, it is nonzero only
along the asymmetric stretch: ($A2% ! (Qas!b2" ! ($%B1&!A1.
Thus, the vibronic coupling matrix elements Vij are

$#i
A2%V%# j

A2& = Fij
QbQb,

$#i
B1%V%# j

B1& = Fij
QbQb, !5"

$#i
B1%V%# j

A2& = Fij
QasQas.

The H0 off-diagonal matrix elements are nonzero only
between the states of the same symmetry,

FIG. 6. !Color" PESs of the ground !X" and the first eight excited states of
cyclic N3

+. Coordinates are as in Fig. 5. Three out of four states in each
multiplicity are almost degenerate at D3h geometry, two being exactly
degenerate.

FIG. 7. EOM-CCSD/6-311G* potential energy surface
scans along symmetric stretch normal coordiante for the
lowest A2 and B1 excited states. Singlets are shown on
the left plot, triplets—on the right. Solid line shows two
exactly degenerate states the !$−%"A2 and !&+'"B1,
i.e., the seam of the intersection. Circles and squares
correspond to the nondegenerate !$+%"A2 and !&
−'"B1 states, respectively. Big circles on the right plot
show two tree-state PES intersections. RNN is a bond
length of equilateral triangle, vertical dashed line points
at the cyclic N3

+ ground state equilibrium geometry.
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EOM: Choice of R and Φ0

EOM-EA:       Ψ(N) =R(+1)Ψ0(N-1)

Ψ0 Ψa Ψi
ab

Ψ0
Ψi
a

EOM-SF:       Ψ(Ms=0)=R(Ms=-1)Ψ0(Ms=1)

EOM-IP:       Ψ(N) =R(-1)Ψ0(N+1)

Ψ0 Ψi Ψij
a

EOM-EE:         Ψ(Ms=0) =R(Ms=0)Ψ0(Ms=0)

Ψ0 Ψi
a Ψij

ab



How to set up EOM-CCSD 
calculations

• Decide which EOM model you need and set your reference state 
appropriately (charge and multiplicity in $molecule). 

• Specify type and number of target states:
• EE_STATES, IP_STATES, EA_STATES, SF_STATES
• Core-level states CVS_EE_STATES, …. (freeze the core 

appropriately!)
• Mind the symmetry!
• Mind the basis (diffuse functions, uncontracted bases)
• If properties/gradients required: specify which EOM state you need 

properties for (or between which EOM states you want to compute 
transition properties).  

• Performance-related keywords: MEM_TOTAL, FNO, use RI 
(AUX_BASIS) or CD (CD_THRESH), CC_BACKEND (VM, XM). 



Analysis of excited-state 
calculations

1. Determine spin-coupling (singlet or triplet), either from the 
amplitudes or from <S2>.
2. Determine symmetry of the state (note symmetry of the state may 
not be the same as symmetry of the transition).
3. Look at dominant amplitudes. Which orbitals are involved? What is 
their character? 
4. More rigorous methods: natural transition orbitals, Dyson orbitals.
5. Compute states’ and interstate properties (need to specify in the 
input what you want).
6. Always look at the output and learn how to read it.
Provided solutions to exercises  illustrate these points.



Types of excited states

•  Valence, local excitations
•  Rydberg states
•  Charge-transfer states
•  Mixed character
•  Plasmons (collective excitations)
•  Core-level states

�a
i

i

a

Look at dominant amplitudes. 
Which orbitals are involved? 
What is their character? 



Core-level states
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was used to eliminate over 90% of the three-body contributions,
based on selecting incremental terms that do not significantly affect
the gap.317

C. Other methods
Q-Chem contains several novel active-space methods that

blend together aspects of CC and valence bond (VB) theories.320–325

These CCVB methods separate n electron pairs into arbitrary
radical fragments such that the dissociation energy matches CASSCF
but the computational cost is only polynomial. However, these
methods are difficult to use in practice due to a nonlinear wave
function ansatz and a lack of orbital invariance, which leads to a
challenging multiple-minimum problem in the orbital optimization.
The CCVB-SD method326 restores invariance with respect to
orbital mixing within the core, active-occupied, active-virtual, and
inactive-virtual subspaces while retaining the desirable formal
features of the CCVB expansion. Q-Chem 5 contains a production-
level implementation of the CCVB-SD energy and gradient327 using
the same tensor tools used in Q-Chem’s efficient implementation
of other CC methods.12 As such, the cost of CCVB-SD is nearly
identical to CCSD, but the former can tackle strongly correlated
systems. It is natural to use CCVB-SD with an active space
because it can describe both strong and weak correlations but not
simultaneously. See Ref. 327 for recent applications of CCVB-SD.

Direct variational determination of the two-electron reduced
density matrix (2RDM) provides an efficient description of
many-electron systems that naturally captures strong correlation
effects. The variational 2RDM (v2RDM) approach can be used
as a driver for approximate CASSCF calculations with polyno-
mial scaling.328,329 Q-Chem 5 supports v2RDM-driven CASSCF
calculations in which the active-space 2RDM is constrained
to satisfy two-particle (“PQG”) positivity conditions,330 partial
three-particle conditions,331 or else full three-particle
N-representability conditions.332 Using PQG conditions only,
v2RDM-driven CASSCF can be applied to systems with active
spaces as large as (64, 64).333 Analytic energy gradients are
available for v2RDM-CASSCF calculations with all three choices
of N-representability conditions.334

V. SPECIALIZED METHODS
This section highlights some specialized features of contempo-

rary interest. Quantum chemistry is witnessing a surge of interest
in x-ray spectroscopy,192,335–339 fueled by advanced light sources and
free-electron lasers, and by the recent availability of tabletop laser
sources with femtosecond time resolution.340–344 For that reason,
we highlight Q-Chem’s capabilities for core-level spectroscopy in
Sec. V A. Q-Chem also features a suite of methods for describing
metastable resonances, which are more often handled with special-
ized scattering codes, and Q-Chem’s functionality here is unique
among widely used electronic structure packages. Unlike bound
states, resonance wave functions are not square-integrable, and their
description requires specialized methods based on non-Hermitian
quantum mechanics,345 which are summarized in Sec. V B. Meth-
ods for vibronic lineshapes are described in Sec. V C, and Sec. V D
describes the nuclear–electronic orbital method for the description
of proton quantum effects.

A. Modeling core-level spectroscopy
Various core-level (x-ray) processes are illustrated schemat-

ically in Fig. 13. These include x-ray absorption (XAS), x-ray
emission (XES), resonant inelastic x-ray scattering (RIXS), and
x-ray photoelectron spectroscopy (XPS). The relaxation of the
core-level states can also result in secondary ionization, giving
rise to Auger spectroscopy. These techniques correspond to pho-
ton energies above 200 eV such that core-to-valence excitations
are embedded in an ionization continuum. Standard quantum
chemistry approaches require modification in order to deal with
these highly energetic excitations,192,335 especially in models with
double (and higher) excitations that allow core-level states to decay.
Because core-level states are Feshbach resonances that decay via
two-electron processes, attempts to solve unmodified EOM-CCSD
or ADC equations for core-level states lead to the same phys-
ically correct but practically disastrous behavior as attempts to
describe transient anions (e.g., N−2 , CO−2 ) by standard bound-state
methods.257,346 In both cases, the solutions depend strongly on
basis set (which affects how the continuum is discretized),346 and
in the limit of a complete basis set, these states dissolve into the
continuum.257,346,347

The ionization continuum can be projected out using the
core/valence separation (CVS) scheme,348 which entails pruning the
target Fock space by removing the configurations that do not engage
the core electrons. By doing so, CVS effectively blocks the ion-
ization channels, artificially making core-excited states bound with
respect to electron loss. In addition, CVS removes the large man-
ifold of valence excited states so that core-level excitations appear
at the bottom of the excited-state manifold, within easy reach of
standard iterative eigensolvers. Uncontracted or otherwise special-
ized basis sets are sometimes required,192,197,349–354 because stan-
dard Gaussian basis sets are designed for valence chemistry and
may not describe the strong orbital relaxation induced by the cre-
ation of the core holes. (TDDFT is considerably less sensitive in this

FIG. 13. Schematic illustrations of core-level phenomena. The XAS and XPS
processes involve excitation into a virtual bound molecular orbital or into the con-
tinuum, respectively, whereas the XES signal is produced by radiative relaxation
of a valence electron into a core hole. The nonlinear RIXS phenomenon can be
described as a coherent combination of XAS and XES transitions.

J. Chem. Phys. 155, 084801 (2021); doi: 10.1063/5.0055522 155, 084801-18
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FIG. 16. Exemplary applications of CVS-EOM-CCSD methods to x-ray spectroscopy. (a) Sulfur L-edge XPS spectra of thiophene with and without spin–orbit coupling
computed at the fc-CVS-EOM-CCSD/u6-311+G(3df) level. The notation u6-311+G(3df) indicates an uncontracted version197,353 of 6-311+G(3df).396–398 (b) Oxygen
K-edge XAS spectra of uracil in its S0, S1, and S2 states computed at the fc-CVS-EOMEE-CCSD/6-311++G∗∗ level. Intensity of the excited state bands has been
reduced assuming 15% population. NTOs of the 1s → SOMO transition in S1 are also shown. (c) RIXS/REXS two-dimensional energy-loss spectrum of benzene vs
pumping frequency ωex computed at the fc-CVS-EOM-CCSD/u6-311(2+,+)G∗∗ level. Intensities are on a logarithmic scale. (d) Illustrations of various Auger effects: (1)
regular Auger decay, (2) resonant (participator) decay, and (3) resonant (spectator) decay. Regular Auger decay is relevant for XPS, whereas resonant Auger processes
occur in XAS. These processes can be modeled within the Feshbach–Fano framework using CVS-EOM-CC to describe the initial core-excited or core-ionized state and
EOM-IP-CC or DIP-CC to describe the final state. Panel (a) is adapted with permission from Vidal et al., J. Phys. Chem. Lett. 11, 8314 (2020). Copyright 2020 American
Chemical Society. Panel (b) is adapted from Vidal et al., J. Chem. Theory Comput. 15, 3117 (2019). Copyright 2019 American Chemical Society. Panel (c) is reproduced
with permission from Nanda et al. Phys. Chem. Chem. Phys. 22, 2629 (2020). Published by the PCCP Owner Societies. Panel (d) is reproduced from W. Skomorowski and
A. I. Krylov, J. Chem. Phys. 154, 084124 (2021) with the permission of AIP Publishing.

bound states. Naïve application of bound-state quantum chem-
istry to metastable states does not capture genuine resonances but
rather “orthogonalized discretized continuum states,”346 where the
metastable state behaves like a poor approximation to a plane wave,
trapped by a finite Gaussian basis set, with properties that are arti-
ficial and prone to change erratically as the basis set is changed,
especially if additional diffuse functions are introduced.

This computational predicament is elegantly circumvented
within non-Hermitian quantum mechanics based on complex-
variable techniques,345 which generalizes and extends concepts
from bound-state quantum chemistry to the case of electronic
resonances.257,345,346 Within this modified formulation, electronic

resonances can be described as square-integrable quasi-stationary
states albeit with complex-valued energies, E = ER − iΓ�2, where ER
is the resonance position and Γ is the resonance width, the latter of
which arises from lifetime broadening.

Q-Chem offers three different complex variable techniques:
complex coordinate scaling (CS),346,404–409 complex basis functions
(CBFs),410–413 and complex absorbing potentials (CAPs).414–417 The
CS approach regularizes the resonance wave function by rotating all
coordinates in the Hamiltonian into the complex plane, x → xeiθ.
This approach has a rigorous mathematical foundation but is not
compatible with the Born–Oppenheimer approximation, limiting its
applicability to atoms, whereas CBFs and CAPs are applicable to

J. Chem. Phys. 155, 084801 (2021); doi: 10.1063/5.0055522 155, 084801-21
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Auger-Meitner process

Various core-level spectra can be modeled using core-valence separation (CVS)  
extension of EOM-CC methods



Excited-state analysis
1. Can compute and visualize NTOs, densities, attachment-
detachment densities, spin densities, average particle-hole 
separation, and more. 
2. Common set of tools for TD-DFT, CIS, EOM, ADC, and RAS-
CI methods.  024107-6 Plasser et al. J. Chem. Phys. 141, 024107 (2014)

FIG. 5. Analysis of the ADC(2) transition density matrix of the first singlet
excited state of the hexagonal Ne6 system at d = 3.0 Å: (a) hole and (b) par-
ticle densities (isovalue 0.0004 e), (c) hole and (d) particle NTOs (isovalue
0.02 e), (e) transition density, and (f) plot of the ! matrix.

ω
ω

FIG. 6. Properties of the first singlet excited states of the Ne6 model system
at different intermolecular separations d: (a) electronic energy relative to the
ground state at infinite separation and (b) different 1TDM based descriptors.

ωCT and ωCOH. This change in wavefunction character is also
reflected through a decreasing PRNT O value. The last point
considered (d = 1.8 Å) exhibits the values of PRNT O = 2.21,
ωCOH = 4.32, and ωCT = 0.64. This geometry is, however, al-
ready in the strongly repulsive region and an idealized fully
coherent state cannot be observed in this geometric range.

In Figure 6, an inverse relationship between ωCOH and
PRNT O is found. Such a connection is at first sight unexpected
as it occurs between two quantities, which are constructed in
entirely different ways (one through a population analysis and
the other one from the singular value spectrum of the 1TDM).
However, it is indeed possible to find a connection between
ωCOH and PRNT O through the block structure of the 1TDM:
As mentioned above, a value of ωCOH = 1 for a delocalized
state can only be obtained through a sparse structure of the
! matrix, which necessarily derives from a blocked struc-
ture of the 1TDM. If, in turn, the 1TDM possesses N sepa-
rate blocks, there has to be at least one non-vanishing singu-
lar value per block, which means that PRNT O ≥ N . A more
detailed derivation of this relation in the case of N = 2 can be
found in the supplementary material of Ref. 40.

The above discussion highlights the importance of
PRNT O as a gauge for delocalization between chromophores
(see also Ref. 44). Stated more simply, the value of PRNT O

= N shows that N independent local transitions are needed to
form a delocalized Frenkel exciton. An additional interesting
aspect is that the number of non-vanishing NTO amplitudes
has been related to static correlation.36 Also this idea is in
agreement with the electron-hole picture: at large separations
(right side of Figure 6 where PRNT O ≈ 6) electron and hole
move in a correlated fashion in the sense that they are always
on the same fragment at any one time. When lowering the in-
teratomic distance (left side of Figure 6) charge resonance in-
teractions come into play, which lift this restriction and allow
electron and hole to move more freely, i.e., less correlated,
and accordingly PRNT O is lowered. These concepts follow
our previous conclusions, drawn in the cases of excimers be-
tween naphthalene molecules40 and DNA bases41, 45 and the
importance of charge transfer interactions for excimers has
indeed been shown by experiment.46, 47

V. DOUBLE EXCITATIONS IN CONJUGATED
POLYENES

To test the generality of the presented approach, a conju-
gated polyene (all-trans hexatriene) was chosen as an example
with excited states possessing significant double excitation
character. Before starting the discussion, it should be men-
tioned that aside from normal point group symmetry, polyene
excited states are classified as either ionic (+) or covalent (−).
And both classes are notoriously difficult to describe for dif-
ferent reasons. The former requires extensive treatment of σπ

correlations, while some of the latter possess extended double
excitation character. The different aspects of these features
have been discussed in detail elsewhere.22, 48–51 In this work,
the newly implemented ADC(3) method21 was used to allow
an extensive treatment of correlation effects and a reliable de-
scription of double excitation character. The results are com-
pared to MR-CISD.
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Invoke with ‘state_analysis=true’ 
Visualization: Jmol, Gabedit …

Plasser, Krylov, Dreuw,  libwfa: Wavefunction analysis tools 
for excited and open-shell electronic states, WIRES Comp. 
Mol. Sci. e1595 (2022);
Krylov, From orbitals to observables and back, JCP 153 
080901 (2020).



Excited-state properties

• Gradients:  CIS, TDDFT, EOM-CCSD
• Frequencies: CIS and TDDFT
• State dipole moments/transition dipole moments: All methods
• SOCs: EOM-CCSD and CVS-EOM-CCSD, (SF) TD-DFT/CIS, RAS-CI 
• NACs: (SF) CIS, (SF) TD-DFT, EOM-CCSD
• 2PA: ADC, EOM-CCSD
• ECD and OR: ADC, EOM-CCSD
• XECD, X2PA: EOM-CCSD
• RIXS: ADC, EOM-CCSD
• Dyson orbitals: (CVS)-EOM-CC, ADC 

See manual



Summary
• Excited-state calculations follow hierarchy of methods starting from CIS
• Excited states are described by some type of linear expansion of excited 

configurations from a ground-state wave-function
• EOM-CCSD methods are based on coupled-cluster ansatz
• Different types of states can be accessed by different EOM methods
• Core-level states are accessible by CVS-EOM-CC
• Methods for metastable states (resonances) are available
• Broad variety of state and interstate properties are available
• NTOs and Dyson orbitals provide rigorous MO picture of excited/ionized 

states
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Examples

1. Excited states of formaldehyde (TD-DFT).
2. Excited states of formaldehyde (EOM-EE).
3.  2PA of butadiene (EOM-EE);
4. Core-level states of formaldehyde (CVS-EOM-IP/EE).
5. Singlet-triplet gap in methylene (EOM-SF).
6. Open-shell states by EOM-EA and EOM-DEA.

• Download the structures from the provided link 
• Lecture slides, inputs, outputs, and summaries are also 

available for download


